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Combining Belief Functions Issued
from Dependent Sources

The information issued from a source is de-

scribed by a (normalized) belief function.

In order to pool the information issued from

two sources, we have to combine the respec-

tive belief functions.

If we assume the independence of the sources,

we can use Dempster’s rule of combination.

(Notice that the independence assumption

can be justified only by analogies with other

situations in which it proved to be sensible.)

What if we assume nothing about the sources?

In this case, it is better to play safe and con-

sider a conservative combination rule.



bba: m : P∗(Ω) → [0,1] s.t.
∑
A

m(A) = 1

possible combinations of m1 and m2:

jba: m : P∗(Ω)× P∗(Ω) → [0,1] s.t.∑
B

m(A, B) = m1(A),
∑
A

m(A, B) = m2(B)

m2(A) m2(B) · · ·

m1(A)

m1(B)

···

conflict: c(m) =
∑

A∩B=∅
m(A, B)

; m(A) =
1

1− c(m)

∑
B∩C=A

m(B, C)

The conflict is a good index for the non-
monotonicity of the combination (in particu-
lar, no conflict implies monotonicity).

minimal conflict: max
A⊆Ω

(
bel1(A)− pl2(A)

)



A conservative combination rule should main-
tain as much as possible of both belief func-
tions, without adding anything unnecessary.

; minimize the conflict and then minimize
the specificity

This is a problem of linear programming, but
the solution is not always unique: the solu-
tions build a convex polytope.

; choose for instance its centre

The obtained rule � satisfies:

• commutativity: bel1 � bel2 = bel2 � bel1

• monotonicity (if possible): bel1�bel2 ≥ bel1

• bel1 � bel2 is a least specific common spe-
cialization of bel1 and bel2 (if possible)

- absorption: bels spec. bel ⇒ bels�bel = bels
- idempotency: bel � bel = bel

But minimization of conflict and idempotency
are both incompatible with associativity.

Thus the binary rule � is not associative, but
it can be easily extended to an n-ary rule for
the simultaneous combination of any number
of belief functions.



In the generalized Bayes’ theorem, the con-
servative combination rule � leads to better
results than Dempster’s one.

Consider n hypotheses h1,...,hn implying the
belief functions bel1,...,beln on Ω, respectively.

Let the belief function belo on Ω represent an
observation and let c1,...,cn be the conflicts of
its combination with bel1,...,beln, respectively.

In the simplest case, the prior belief func-
tion on {h1,...,hn} is an epistemic probability
p1,...,pn. In this case, the posterior belief func-
tion is the epistemic probability p′1,...,p′n, with

p′i ∝ (1− ci) pi.

Thus the conflicts come out as the measure
of the disagreement between the respective
hypotheses and the observation.

If the ci are the minimal conflicts, then from
belo ≤ pli follows p′i ≥ pi.

This is not assured if we use Dempster’s rule:
p′i < pi is possible even if belo = beli.


