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o Complete data D = {(x{",x())}"_, about class variable X;
and (discrete) features X := (Xi,..., Xp)

@ Class label xj € Qx, of a new instance X of the features?
@ Probabilistic approaches learn P(Xp, X) from D

optimal class has the highest posterior x; := arg max,, P(xo|X)
@ Equivalently, dominance test : Vxj, x{' € Qx, check

POGIR) _ POp%) _
PIX) - POXIK) ~

xg is the only undominated class

@ Posterior probabilities < joint probabilities
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Classification with Bayesian networks

@ Bayesian networks: a graph G to depict
conditional independencies in (Xo, X)

@ G induces a factorization in the joint

P(xo0,x) = [ P(xi|mi)
i=0

@ Dominance test rewrites as

P(x|n!)
[ xeBrank(x0) POy >

@ Factors not including X, are equal to one
focusing on the Markov blanket of Xy



Classification with credal networks




Classification with credal networks

@ Few data = unreliable learning of P(Xj|x;)




Classification with credal networks

@ Few data = unreliable learning of P(Xj|x;)
@ More reliable with sets of prob functions




Classification with credal networks

@ Few data = unreliable learning of P(X;|;)
@ More reliable with sets of prob functions

@ Acredal set of joint P(Xp, X) , instead of a
single P(Xp, X) (all Bayesian nets over G)




Classification with credal networks

@ Few data = unreliable learning of P(X;|r;)

@ More reliable with sets of prob functions

@ Acredal set of joint P(Xp, X) , instead of a
single P(Xp, X) (all Bayesian nets over G)

@ How to classify instances?

@ x; dominates x{' iff this happens for each
Bayesian net ( maximality ), i.e.,




Classification with credal networks

@ Few data = unreliable learning of P(X;|r;)

@ More reliable with sets of prob functions

@ Acredal set of joint P(Xp, X) , instead of a
single P(Xp, X) (all Bayesian nets over G)

@ How to classify instances?

@ x; dominates x{' iff this happens for each
Bayesian net ( maximality ), i.e.,

i P(|))
MINP(x,,X)eP(Xo,X) HX,-GBlank(Xo) PO 77~ 1
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@ Acredal set of joint P(Xp, X) , instead of a

Classification with credal networks

Few data = unreliable learning of P(X;|;)

single P(Xp, X) (all Bayesian nets over G)
How to classify instances?

xj dominates x;' iff this happens for each
Bayesian net ( maximality ), i.e.,

i P(|))
MINP(x,,X)eP(Xo,X) HX,-GBlank(Xo) PO 77~ 1

Not always a single optimal class, can be
also a set of undominated classes

This is a credal classifier possibly
assigning multiple classes to test instance
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Likelihood-based learning sets of distributions

@ Frequentist: no priors, learning
from the likelihood P(D)

@ Given a set of models P,

Py = arg n;g( P(D)

@ More robust: all the models s.t.
likelihood > threshold

P, :={PeP|P(D)> aPu (D)}

threshold o € [0,1], P, C P
(Pa=o =P, Po—1 = Puy)

PecP

Po
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@ P is any BN quantification
@ D and « to shrink P to P,,
@ Dominance test

based classification

@ Monte Carlo approach
Sampling P from P

if P: P D) > AND
then no domlnance

P(xo\x
X// |X)

<1

mll’lp()(0 X)eP,, Iog P())((P"\))(())

>0

maximum-likelihood
Yy
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Likelihood-based classification

@ P is any BN quantification @ Monte Carlo approach
@ D and « to shrink P to P,, Sampllng P from P PR
it P: 22 > o AND (X%‘lx) <1

@ Dominance test

then no domlnance
X0|x)

Minp(x, X)eP., 109 Py > 0 @ Analytical methods
Profile lik (upper envelope)
detect (numerically) a-cut

maximum-likelihood
"y

dominance threshold log

Po(41%) = Pa(xg/1%)
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Our formula

Parametric formulae for the profile likelihood (complete data)

{(Pt(x(l)’%1""7)~fn) Pt(p)) te [a,b]}

Pi(xy X1, ... Xn)’

For the naive structure (ISIPTA ’'11)
For general topologies (this paper)
First credal classifier for BNs with general topologies!

Bayesian-like approaches only for naive Bayes and TAN



Our formula

a = —min{n(x}, 7o), n(%1, x4, 71), ..., N(Ki, X3, ) }

b = min{n(xg, 7o), N(X1, X5, 71), .., N(K, X5 s k) }

For each f € [a, b], let us consider the following functions:

A, Ro) — t AL nGign RNt
=1 "n(xj &) —t

}/(t) = [n(x(’), ﬁ'o) + t]”(xéa%ﬂ) . [n(Xél,ﬁ'o) . t]n(xé’,;ro)
11 [n(%, x§, 7;) + £]"%7e ™) [, xg 7)) — "

P L 0. m) + ™0 [n(g 7))

¥ 1~
XXy 7i)
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Coping with zero counts

@ With zero counts, classifier becomes unnecessarily imprecise
@ Known issue (also for Bayesian-like approaches)

@ Solved by a semi-supervised approach

o testinstance as an incomplete observation (Xp =7, X = X)
o EM to complete the missing observation with fractionary counts
o Use formula as for complete data

@ This solve the zero count problem



Experiments

If determinate the class returned by the credal classifier
is the same returned by the Bayesian network

Determinacy Acc. of the Bayesian net
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Determ. instances

Mostly determinate, successfully detect hard-to-classify instances



Conclusions and Outlooks

@ Conclusions
o A credal classifier for general topologies
@ Solve zero-counts problem with a semi-supervised technique
o Separate easy-to-classify from hard instances
@ Outlooks
o Comparisons with other credal classifiers on specific topologies
o Pre-processing for other (precise) classifiers
e Applications to state-of-the-art approaches (AODE)



