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theorem

Let X1, Xz, ... be a sequence of independent random variables with X, ~ Ber(p,),
and let Z be a set of closed (possibly degenerate) subintervals of [0, 1].

Then the following two statements are equivalent:

(i) There are (sequences of) estimators m,, 7, : {0,1}" — [0, 1] such that for all
[p,P] € Z and all sequences p, € [p,p] with [liminf p,, limsup p,] = [p, D],

(X0, Xa), TalXa, - X)] 5 [,
(i) The elements of Z '\ {[0,0], [1,1]} are pairwise disjoint.
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proof: (i) = (i)

(1 X == X, = 1,
Tp(X1s - Xn) = { inf {B: [p,p] € Z, X, <P+ cn} otherwise,
0 ) if X = = X, =0,
sup{p:[p.Pl €Z, X, >p—cn} otherwise,

wn(Xl,...,Xn)—{

where ¢, is any sequence of real numbers such that lim ¢, = 0 and
lim y/n ¢, = 400, while inf & and sup @ can be defined arbitrarily.
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proof: (i) = (ii)

Let [p,p], [p',P'] € Z\ {[0,0], [1,1]} be different.
Then there is a sequence of events A, € o(Xi,...,X,) such that

: _J 1 if py € [liminf p,, limsup p,] = [p, P,
lim P(An) = { 0 if p, € [liminf p,, limsup p,] = [p’,P'].
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Then there is a sequence of events A, € o(Xi,...,X,) such that
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Now assume that pq, po, ... is also a sequence of independent random variables.

The dominated/bounded convergence theorem implies that

. _J 1 ifas. p, € [liminf p,, limsup p,] = [p, P,
lim P(A,) = { 0 ifas. p, € [liminf p,, limsup p,] = [p',P].
Furthermore, Xi, X, ... are independent with X, ~ Ber (E(p,)).

Hence, p > p' or p’ > p, because otherwise there are two probability distributions
for p, on {p,p} and {p’,p'}, respectively, with the same expectation and positive
probability for both endpoints.
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proof: (i) = (ii)

Without loss of generality, assume that p > ', and let P(p:) denote the probablllty
distribution of Xj, Xz, ... corresponding to the (deterministic) sequence p, = pJ,.

The second Borel-Cantelli lemma and the above results imply that

0 (P(B+% (P—p))’ P(ﬁ’*%(ﬁ’*e/))) =1

for all a € (0,1), where § is the total variation distance.
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0 (P(B+%(5*B))’ 'D(B)) = \/% D (P(B) I Pors (5*3))> -
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a—0

Analogously, § (P P(p e (pp ))) — 0, and thus the triangle inequality

implies p > p'.

Marco Cattaneo @ University of Hull On the estimability of interval probabilities 7/7



